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Disclaimer

IBM's statements regarding its plans, directions, and intent are subject to change or withdrawal without notice 
at IBM's sole discretion. Information regarding potential future products is intended to outline our general 
product direction and it should not be relied on in making a purchasing decision. The information mentioned 
regarding potential future products is not a commitment, promise, or legal obligation to deliver any material, 
code, or functionality. The development, release, and timing of any future features or functionality described 
for our products remains at our sole discretion.

IBM reserves the right to change product specifications and offerings at any time without notice. This 
publication could include technical inaccuracies or typographical errors. References herein to IBM products 
and services do not imply that IBM intends to make them available in all countries.
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• IBM Fusion overview

• Bare metal advantages / TCO

• OpenShift Virtualization / HCP

• HA Architectures
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IBM Fusion overview



OpenShift is the leading Kubernetes distribution!

Red Hat is a Leader in the 2023Gartner® 
Magic Quadrant : Container Management

“Recognized for completeness of vision 

and ability to execute”

Red Hat named a “Leader” in the 2023 Forrester 
WaveTM:  Multicloud Container Platforms

“Red Hat sets the pace of the market with 
enterprise IT capabilities and massive market presence.”

Hyper-scaler class container management … Consistent, everywhere!



95% of new enterprise applications 
will be cloud-native by 2025

95% cloud-native

70% struggle
70% of digital transformation 
efforts fail to meet objectives

Read the Gartner report

Pain points
Lack of container skills, complexity of 
tools, timelines to get to production

Read the BCG report

The Digital Chasm

https://www.gartner.com/en/newsroom/press-releases/2021-11-10-gartner-says-cloud-will-be-the-centerpiece-of-new-digital-experiences
https://www.bcg.com/publications/2020/increasing-odds-of-success-in-digital-transformation


IBM Storage Fusion HCI System

“Bare-metal OpenShift in a Box”

• Scalable 

• Resilient 

• Highly Available 



Elements of the appliance

GPU nodes
3x NVIDIA A100 80GB (current)
8x NVIDIA L40S (future)

AFM nodes
Used for storage acceleration of object access

Compute/storage nodes
32 or 64 core
256/512/1024/2048 GB memory
Provide compute for workloads
Storage for persistent volumes
Tier 1 cache for storage acceleration

High speed switches
100 GbE
Dedicated storage network

Management switches
1 GbE
Used for appliance management/monitoring



Flexible configuration options

Worker node

Worker node

Worker node

Control node

Control node

Control node

6-node Fusion HCI 1 rack (min size)
• 55 TiB usable storage
• 96 cores (192 vCPU)

48-node Fusion HCI 3 rack (max size)
• 2148 TiB usable storage
• 3072 cores (6144 vCPU)

Worker node

Worker node

Worker node

Control node

Control node

Control node

Worker node

Worker node

Worker node

Control node

Control node

Control node

16-node Fusion HCI 1 rack (max size)
• 716 TiB usable storage
• 1024 cores (2048 vCPU)



Note: GA planified for 2H2021.

Configuration 

Management
Monitoring 

and Health
Core 

Services

Serviceability 

and Upgrade

Highly available infrastructure

Compute, Storage and Network
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Why?

Reduce Risk

Eliminate risk of poor cluster design and missed 
performance objectives

Engineered for resiliency: ensure continuous 
operation of  business-critical applications

Supported by IBM



Why?

Time to Value

You could spend six months designing an 
architecture and six months proving it, or

Eliminate the guess work and go with a proven 
solution.

Deploy a high resiliency OpenShift cluster on bare 
metal in less than a day

Accelerate getting OpenShift clusters into production

See it in action – watch the demo

https://www.youtube.com/watch?v=DMZpmRWkiEs
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Bare metal advantages
TCO



1
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Bare Metal is Better

Higher Performance
• Remove OS and hypervisor layers (1)

Lower Cost
• Avoid the “VMware tax”

• Reduce OpenShift license cost (2)

Improve Security
• Immutable CoreOS is optimized for 

containers

Increase hardware utilization
• Free up available cores by eliminating 

overhead and footprint

Virtualized Infrastructure 

with many layers
Bare metal on 

Storage Fusion HCI

Server

CoreOS

bins/libs

App A

bins/libs

App B

bins/libs

App B

Server

HostOS

Hypervisor

bins/libs

App A

bins/libs

App B

bins/libs

App C

GuestOS GuestOS GuestOS

Container orchestration with OpenShift

Good Better

(1) VMs can add up to a 25% performance penalty

(2) OpenShift core-pair licensing can cost 5x or more of bare metal licensing for some configurations
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IBM Storage Fusion: Licensing

No License needed!

Each worker node need to be 
licensed! 32 Cores or 2 Sockets

RHACM requires 
“Red Hat OpenShift Platform Plus”
Subscription



Reduce OpenShift subscriptions bare-metal vs VM

OpenShift 

Cluster Size

Cost of OpenShift on 

Bare-metal infrastructure

Cost of OpenShift on

virtualized infrastructure

% savings with 

Openshift on bare-metal

96 Cores, 3 servers
(32 cores per server)

$36,000 per year
Calculation: $12,000 per year per server x 3 servers

$192,000 per year
Calculation: $2,000 per year per core x 3 servers x 32 cores 

per server

81%

192 cores, 3 servers
(64 cores per server)

$36,000 per year
Calculation: $12,000 per year per server x 3 servers

$384,000 per year
Calculation: $2,000 per year per core x 3 servers x 64 cores 

per server
90%

Red Hat

SKU
Description Metric List Price (USD)

MW01501
Red Hat OpenShift Container Platform (Bare Metal Node),  

Premium (1-2 sockets up to 64 cores)

Bare Metal 

Node
$12,000

MCT2735 Red Hat OpenShift Container Platform, Premium, 2-Core
2 cores or 4 

vCPU
$4,000

Example Calculations with List Prices

OpenShift subscriptions are up to 90% less expensive on bare-metal vs virtualized infrastructure
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OpenShift Virtualization
Hosted Control Planes



What kind of applications can you run on Fusion HCI System?

Fusion HCI System

OpenShift
Bare-metal

High-performance 

• watsonx

• DB2 Warehouse

• Cloud Paks

• Databases

VM VM VM

OpenShift
Virtual Machines(1)

General-purpose

• Cloud Paks

• COTS

• Dev/test environments

• Departmental applications

Location Location Location

Cloud Satellite
locations

Managed OpenShift

• Managed OpenShift 
(ROKS)

• IBM Cloud catalog

VM VM VM

OpenShift 
Virtual Machines(1)

Virtual Machines

• Windows VMs

• Linux VMs

• Commercial and custom 
applications

Bare-metal clusters Virtualized clusters Classic VMs Managed OpenShift

(1) OpenShift Virtualization. KVM plus KubeVirt 



Fusion HCI System hub and spoke architecture
Personas and separation of control

Spoke

Spoke

Spoke

Spoke

Spoke

Fusion HCI System
Bare-metal Hub Cluster

Control
planes

Backup
engine

ACM

PV Pool Servers

App 1

Network switches

Backup / restore services

OpenShift Worker Nodes

CoreOS Storage pool services

HA/DR services

Cluster Management

Platform Engineering

Application Developers

Site Reliability Engineers

Application DevOps Team CoreOS

App 2 App n…

Infrastructure Services Management

Interactions through APIs and service portals

Policy Management

Managed spoke clusters provisioned on Fusion HCI System servers
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HA Architectures



Data Replication for Application HA

22

Use Cases: Maintain application availability in the presence of:

• Unplanned outages – loss of facilities

• Planned outages – facilities maintenance

• Application rollout strategies



Ensure Application Availability
Enable teams to implement easy to use HA / DR services

OpenShift

Storage Fusion

stretched data cluster

App App App

AZ1

HA
Cluster

OpenShift

Storage Fusion

stretched data cluster

App App

Datacenter A Datacenter B

OpenShift
Metro

DRMetro DR

• Synchronous data replication

• Distance restriction - Regions must be 
connected by high-bandwidth, low 
latency link, < 40 ms 

• “tie-breaker” application needed

AZ2 AZ3

AZ – Availability Zone



HA Stretched OCP Cluster
Tolerate loss of an entire rack (1)

(1)  With performance degredation

OpenShift Stretched Cluster spans HCI Systems

Storage Fusion Recovery Group spans HCI Systems
Erasure Coding (4+2p)

Control Node Control Node Control Node

HCI System #1 HCI System #2 HCI System #3

RPO = 0 RTO = 0

One control node per HCI System

Requires a very low latency link 
between HCI Systems (< 5 mS)



Thank you for using


	Default Section
	Slide 1
	Slide 2: Disclaimer
	Slide 3
	Slide 4: Agenda
	Slide 5: Agenda
	Slide 6: OpenShift is the leading Kubernetes distribution!
	Slide 7
	Slide 8
	Slide 9: Elements of the appliance
	Slide 10
	Slide 11
	Slide 12: Why?
	Slide 13: Why?
	Slide 14: Agenda
	Slide 15
	Slide 16: IBM Storage Fusion: Licensing
	Slide 17: Reduce OpenShift subscriptions bare-metal vs VM
	Slide 18: Agenda
	Slide 19: What kind of applications can you run on Fusion HCI System?
	Slide 20: Fusion HCI System hub and spoke architecture Personas and separation of control
	Slide 21: Agenda
	Slide 22: Data Replication for Application HA
	Slide 23: Ensure Application Availability Enable teams to implement easy to use HA / DR services
	Slide 24: HA Stretched OCP Cluster Tolerate loss of an entire rack (1) 
	Slide 25


