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Disclaimer

IBM's statements regarding its plans, directions, and intent are subject to change or withdrawal without 

notice at IBM's sole discretion. Information regarding potential future products is intended to outline our 

general product direction and it should not be relied on in making a purchasing decision. The information 

mentioned regarding potential future products is not a commitment, promise, or legal obligation to deliver 

any material, code, or functionality. The development, release, and timing of any future features or 

functionality described for our products remains at our sole discretion.

IBM reserves the right to change product specifications and offerings at any time without notice. This 

publication could include technical inaccuracies or typographical errors. References herein to IBM products 

and services do not imply that IBM intends to make them available in all countries.
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Client Engineering is an investment by 
IBM to jointly innovate and rapidly prove 
solutions to your business opportunities 
by leveraging IBM hybrid cloud and AI 
technologies.

Investment in your success

Value
INNOVATE

to define value 

CO-CREATE
to prove value

in weeksin hours

You bring your business and technology context, 
sponsorship, subject matter experts, and data. We 

bring a deeply skilled multi-disciplinary squad, 
technical accelerators, proven method, and a 

memorable experience.
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Background: IBM Storage Protect on IBM Storage Scale

Backup infrastructure with IBM Storage Protect on 
IBM Storage Scale

• Storage Protect is the backup server managing the 
backup data and metadata

• Backup data and metadata is stored in Storage Scale 
file systems

There are typically multiple file systems used by 
Storage Protect for data and metadata

There are typically multiple Storage Protect server 
instances that store data and metadata in a 
common set of file systems

• Each SP server instance uses a different directory 
(fileset)

IBM Storage Scale with 
ESS3000 and ESS3500

Storage Network

Backup network

SP SP SP SP

Storage Scale file systems

Db2

Db2 logs

Storage Pools

SP instance

Db backups

Backup clients
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Customer requirements for cyber resilient backup infrastructure

Customer requires Cyber Resilience solution for 
backup infrastructure:

• Check for anomalies in Storage Protect data

• Instant restore of Storage Protect instance 
if anomaly was detected from SP application 
consistent snapshots

Technically this involves:

• Periodically create Storage Protect application 
consistent immutable snapshots

• Monitoring to detect anomalies

• Recover Storage Protect instance from snapshot

IBM Client Engineering created an MVP to address the creation and restoration of consistent 
immutable snapshots with Storage Protect on Storage Scale.

IBM Storage Scale with 
ESS3000 and ESS3500

Storage Network

Backup network

SP SP SP SP

Storage Scale file systems

Db2

Db2 logs

Storage Pools

SP instance

Db backup

Backup clients
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MVP components and workflows
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DB2 Snap-protect.sh

Rest-protect.sh

File system or fileset

Snapshot

Suspend Db2

Create snapshots
Resume Db2

Restore snapshots
Restart Db2 manager
Start SP server

Storage Protect

Storage Scale

Three Phases

1. Suspend Db

2. Create snapshots for all filesets

3. Resume Db

Three Phases

1. Restore snapshots to all filesets

2. Restart Db manager, resume Db

3. Start the instance

Del-snaps.sh
Manage snapshot deletion based on 
snapshot age and expiration time
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MVP workflows on Storage Protect instance level

XInstance 1 Instance 2

Db file system
Inst1 Db fileset Inst2 Db fileset

Log file system
Inst1 log fileset Inst2 log fileset

Pool file system
Inst1 Pool fileset Inst2 Pool fileset

Instance file system
Inst1 fileset Inst2 fileset

Rest-protect

1

2

3

1 Check instance is up and suspend Db

Create snaps for filesets

Resume Db

2

3

Instance 1 Instance 2

Db file system
Inst1 Db fileset Inst2 Db fileset

Log file system
Inst1 log fileset Inst2 log fileset

Pool file system
Inst1 Pool fileset Inst2 Pool fileset

Instance file system
Inst1 fileset Inst2 fileset

Snap-protect

1

2

3

Verify instance is down

Restore all snaps for fileset

Restart Db and instance

1

2

3

Protection Recovery
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MVP test results - summary

Internal tests over 8 month with 2 instances and customer PoC for 4 month with 7 instances

All tests with different workloads during consistent snapshot creation were successful

• No failures of backup client workloads during the tests

• No failures after instant restore of the database

Restores are more than 8 times faster than traditional Storage Protect methods

Backups are more than 8 times faster than traditional Storage Protect methods

Feedback from customer: “We need this, yesterday!”

Note: Snapshots increase the storage capacity requirements by more than 100% on top of the 
live data!
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Observation: Snapshot space allocation

Snapshots are space efficient initially, and allocate storage capacity for changed and deleted blocks

• Storage Protect uses a database which frequently updates and deleted datra

→ Capacity allocation of snapshots can become over 100% of the live data
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Disclaimer

The solution presented in this session was developed as minimum viable product (MVP) for a 
customer. 

As of today, this solution is not officially supported. It is planned to be integrated in 
IBM Storage Protect.

We are working with product management, development and customers to get more proof 
points for this solution. Our goal is to get this solution supported and integrated into IBM Storage 
portfolio. 
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Mail: nils_haustein@de.ibm.com

Mobil: +49-170-4569139

LinkedIn: www.linkedin.com/in/nils-haustein-71a6b996

Name of Speaker

mailto:nils_haustein@de.ibm.com
http://www.linkedin.com/in/nils-haustein-71a6b996


Thank you for using
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