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Spectrum ScaleDisclaimer

IBM's statements regarding its plans, directions, and intent are subject to change or withdrawal without notice 
at IBM's sole discretion. Information regarding potential future products is intended to outline our general 
product direction and it should not be relied on in making a purchasing decision. The information mentioned 
regarding potential future products is not a commitment, promise, or legal obligation to deliver any material, 
code, or functionality. The development, release, and timing of any future features or functionality described for 
our products remains at our sole discretion.

IBM reserves the right to change product specifications and offerings at any time without notice. This 
publication could include technical inaccuracies or typographical errors. References herein to IBM products 
and services do not imply that IBM intends to make them available in all countries.
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IBM Spectrum Scale and 
IBM Elastic Storage System (ESS)
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ESS Spectrum Scale Storage Layer

Private

Multi-Cloud

Public
Hybrid

Tape

Performance Tier Capacity Tier

• Start Small and Grow as Needed
• One Management Server required per Spectrum Scale Cluster
• Optional Protocol Nodes sized per customer needs

ESS 3500
All Flash 
Models

Network

Cloud/Archive Tier

Optional
Protocol Node

Management Server

ESS 
3000/3200

4U106 Storage

ESS 5000
(Normal & Extreme Density

+ Hybrid)

ESS 3500
Hybrid and 
Capacity 
Models



Speed Capacity

ESS models are built for speed and capacity

3500C                      SCx SLx

IBM Elastic Storage 
System 3500

Up to 91 GB/s*
100% read, InfiniBand

2U24 Enclosure 
12 or 24 NVMe drives

ESS Flash 
Machine type 5141-FN2 

IBM Elastic Storage 
System 3200

Up to 80 GB/s*
100% read, InfiniBand

2U24 Enclosure 
12 or 24 NVMe drives

ESS Flash 
Machine type 5141-FN1

ESS HDD
Machine types

5142-FN2
5147-106 or 5147-092 Storage

5105-22E POWER9 servers

Up to 57 GB/s*
100% read SC5 model, InfiniBand 

IBM Elastic Storage System 
Hard Disk Drive (HDD)

ESS 
5U92 
Stora

ge

ESS 
5U92 
Stora

ge

ESS 
5U92 
Stora

ge

ESS 
5U92 
Stora

ge

4U106 
Storage

4U106 
Storage

4U106 
Storage

4U106 
Storage

4U106 
Storage

4U106 
Storage

Hybrid

IBM Elastic Storage System 
Hybrid

Up to 80 GB/s*
100% read from flash, InfiniBand

ESS 3500 H 
Machine type 5141-FN2 

* These read performance numbers in highly tuned performance environments with RDMA Infiniband networks



Elastic Storage System models at a glance

ESS 3200

2U24 
With 12 or 
24 drives

NVMe:
3.84 TB 
7.68 TB
15.36 TB
FCM2:
38.4 TB

ESS 5000
SLx

SL1
SL2
SL3
SL4
SL5
SL6
SL7

HDD:
6 TB
10 TB
14 TB
16 TB
18 TB

ESS 5000
SCx

SC1 SC2
SC3 SC4
SC5 SC6
SC7 SC8

SC9

HDD:
10 TB
14 TB
16 TB
18 TB

Models

Drive sizes

ESS 3500

2U24 
With 12 or 

24 drives for flash
HDD Capacity

1,2,3,4 enclosures 

NVMe:
3.84 TB 
7.68 TB
15.36 TB
30.72 TB

HDD:
10 TB
14 TB
18 TB
20 TB



IBM ESS 3500
Most Innovative Flash Storage 20221

ESS 3500
NEXT 

GENERATION

Up to 12% better 
performance vs previous 

models and combines flash 
and capcity data with up to 
20PBe capacity in only 18u

INVESTMENT 
PROTECTION

Expand an exisiting or build 
a new Global Data Plaform 

and use current storage 
even if not from IBM 

GREEN 
SUSTAINABILE

DATA

Less power with fewer
nodes offering better power 

and thermal results

ALWAYS-ON
UPGRADES AND 

EXPANSION

Enhanced non distruptive 
upgrades for scale-up and 

scale-out

1 https://www.prnewswire.com/news-releases/flash-memory-summit-announces-2022-best-of-show-award-winners-301599715.html
2 SED functionality dependent on future ESS software upgrade
3 Based on numbers achieved using internal testing procedures 

2u – 18u per ESS
12 or 24 drives of Flash capacity 
51 - 408 drives of HDD capacity 
Up-to 91GB/s3 read performance

3.84, 7.68, 15.36, 30.72 TB NVMe flash drives

10, 14, 18 TB ISE HDD; 20 TB SED capable HDD2

https://www.prnewswire.com/news-releases/flash-memory-summit-announces-2022-best-of-show-award-winners-301599715.html


IBM ESS 3500 Model Family Extension

Up to 91 GB/s per ESS  
46 TB to 737 TB raw Flash per ESS

510 TB to 8.1 PB raw HDD capacity per ESS
Scale 1 to 1000s of nodes

Global Data Platform
Built-in policy optimization engine
Enterprise resiliency and security 

Container-native OpenShift access

“I don’t have a full-time person who looks after Spectrum 
Scale on my team...For the most part, it looks after itself.” 
- IT Manager,  Univ. of Birmingham 

May 2022
Start with

46 TB – 368 TB of
raw NVMe capacity 

August 2022
Grow NVMe and deploy
up to 8.1 PB per ESS
of HDD raw capacity

Flash

Capacity
HDDs

Scale-up to PB and scale-out to YB for GB/s+ 
performance and capacity to manage your entire data 
ecosystem with lower cost and the enterprise security 

and resiliency your business requires



Spectrum ScaleESS 3500 & edge computing

• Optimized for entry configuration

• Eliminate dedicated protocol node

• Virtualized protocol services for 100s of 
clients
– NFS (1000)
– SMB (512)

• 1 VM per canister
– 8 cores
– 64 GB RAM

• Adapters via PCIe-Passthrough

• Don’t forget about your EMS! J



Spectrum ScaleESS Notice!

Really working on the ESS Sponsor User Group!

New members would be useful!

Also, a reminder that BE is no longer supported.

ESS 6.0.x and ESS 5.3.x are no longer supported

Stay supported by migrating up to ESS 6.1.x

Engage IBM Technology Services

(formerly Lab Services)
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