
IBM Spectrum Scale
Strategy Days 2021
—

Container Native Storage 
Access

Alexander Wolf-Reber



Feb 2021 / © 2021 IBM Corporation

Disclaimer

This information is provided on an "AS IS" basis without warranty of any kind, express or implied, including, but not limited to, the 
implied warranties of merchantability and fitness for a particular purpose. Some jurisdictions do not allow disclaimers of express or 
implied warranties in certain transactions; therefore, this statement may not apply to you.

IBM's statements regarding its plans, directions, and intent are subject to change or withdrawal without notice at IBM's sole
discretion. Information regarding potential future products is intended to outline our general product direction and it should not be 
relied on in making a purchasing decision. The information mentioned regarding potential future products is not a commitment,
promise, or legal obligation to deliver any material, code, or functionality. The development, release, and timing of any future
features or functionality described for our products remains at our sole discretion.

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment.  The actual 
throughput or performance that any user will experience will vary depending upon many factors, including considerations such as 
the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload 
processed.  Therefore, no assurance can be given that an individual user will achieve results similar to those stated here.

IBM reserves the right to change product specifications and offerings at any time without notice.  This publication could include 
technical inaccuracies or typographical errors.  References herein to IBM products and services do not imply that IBM intends to
make them available in all countries.



What is IBM Spectrum Scale 
container native storage 
access?
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IBM Spectrum Scale container native storage 

access (CNSA) supports the Red Hat 

OpenShift Container Platform with a fully 

containerized deployment.

This allows deployment of IBM Spectrum 

Scale on Red Hat CoreOS worker nodes 

where classic packages cannot be installed.



Spectrum Scale & containers 
(past / present / future)

4

Storage Enabler for Containers

SEC 2.1

CSI 1.0

Futures

RPQ only: OpenShift 3.11 support with SEC
*Removed by 5.1.0 timeframe

x86: Kubernetes support with CSI

Containerized storage

Containerization of
more Spectrum Scale
functions 

5.0.2.2

5.0.4.1

*Roadmap indicates intention not a statement of commit

CSI 1.1

4.2

4.3

CSI 2.0

4.5

Container native BETA
+ CSI 2.0

Container native GA
+ CSI 2.1

5.1.0

4.6

4.5

IBM Cloud Pak ready
L2

OpenShift currency

Kernel extension
enhancements

CSI snapshots

SystemZ, Power, x86: RHCOS OpenShift support with Cloud Native + CSI

SEC 2.0

CSI 2.1

4.6
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Evolution of IBM Spectrum Scale containers

Scale for Containers 
v1

Spectrum 
Scale

(bare metal deployment)

Scale in a 
Container
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Scale for Containers 
v2

SEC 2.0 CSI

Kubernetes

Infrastructure

IBM & Partners

OS Support

Infrastructure

IBM & Partners

OS Support

Spectrum Scale
Spectrum 

Scale

Kubernetes

Spectrum 
Scale

Infrastructure

IBM & Partners

OS Support

Infrastructure
IBM & Expanded Partner Ecosystem

RHEL

OpenShift 

CSI 2.0+

Kubernetes

Spectrum 
Scale



Cluster Overview
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Scale CSI 
Plugin

Red Hat CoreOS Red Hat CoreOS Red Hat CoreOS

App App
App

Scale 
GUI

OpenShift cluster (x86_64, ppc64le, or s390x)

App App
App

Spectrum Scale – compute cluster

Scale

Scale + CSI 
Operators

Cross Cluster Mount

Spectrum Scale containerized client + CSI Existing Spectrum Scale storage cluster

(non-containerized)

Scale GUI 

Scale perf
collectorScale perf

sensors

Scale health 
monitor

worker node worker node

worker node

Scale Core Scale

Spectrum Scale – storage 
cluster

Linux Linux

Bi-directional data flow between 

application container and 

storage cluster

Scale perf
collector

Scale CSI 
Plugin

Scale perf
sensors

Scale health 
monitor

Scale Core

Scale CSI 
Plugin

Scale perf
sensors

Scale health 
monitor

Scale Core



IBM Spectrum Scale
container native install flow

OpenShift Pre-reqs

• Follow the KC instructions

• Increase PID_LIMITS

• If Z, Increase vmalloc

kernel param

• Apply Machine Config 

Operator for kernel pre-reqs

when OCP 4.6 and higher

• Make sure a private/local 

image registry is available

Create the 

namespace / project

Download the 

CNSA tar file from 

FixCentral and 

extract

Load the container 

images and push to a 

private/local 

container registry

2 3 4 5

Preparation

1

Apply node 

labeling via 

annotations if 

desired

Edit role bindings 

to set namespace 

6

Edit operator yaml

to point to images 

in local container 

registry

7

Apply yamls to 

prep for operator 

deployment

8

Operator Deployment prep



IBM Spectrum Scale
container native install flow continued

Storage cluster pre-reqs

• Follow the KC instructions

• Create CNSA operator user 

and group

• Create GUI user secret

• Make sure the storage 

cluster can talk to all 

OpenShift worker nodes 

that will run Spectrum Scale 

(hint: verify by hostname, 

FQDN, IP)

• Storage cluster must be 

5.1.0.1 or higher

Edit the ScaleCluster

custom resource

Create the 

Operator

Create the Custom 

Resource
Verify cluster is 

created

2 3 4 5

Cluster Deployment

1

Perform pre-

req’s for CSI

6

Configure 

CSI 

Custom 

Resource

7 8

Install the CSI 

driver

CSI deployment

Cluster is 
Ready



What's next
• Image registry

• Currency

• stacked master/worker configs

• deeper integration CNSA/CSI

• CNI support

• Encryption

• AFM

• vanilla k8s

• ECE

• new S3 compatible object stack

• containerized protocol stack



Demo


