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Disclaimer IBM Spectrum

IBM's statements regarding its plans, directions, and intent are subject to change or withdrawal without notice
at IBM's sole discretion. Information regarding potential future products is intended to outline our general
product direction and it should not be relied on in making a purchasing decision. The information mentioned
regarding potential future products is not a commitment, promise, or legal obligation to deliver any material,
code, or functionality. The development, release, and timing of any future features or functionality described for
our products remains at our sole discretion.

IBM reserves the right to change product specifications and offerings at any time without notice. This
publication could include technical inaccuracies or typographical errors. References herein to IBM products
and services do not imply that IBM intends to make them available in all countries.
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Multi -node scaling of Al workloads using NVIDIA DGX,
OpenShift and Spectrum Scale
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IBM Redpaper published on the topic:

¢@ Redhooks

Draft Document for Review September 21, 2020 10:23 am REDP-5610-00

Deployment and Usage Guide for Running Al Workloads | |
on Red Hat OpenShift and NVIDIA DGX Systems on Rod Hat Openshift and NVIDIA DGX Systems.

. with IBM Spectrum Scale
with IBM Spectrum Scale

Storage

VISsit:
http://www.redbooks.ibm.com/redpieces/abstracts/redp5610.html TEis -
(published September 21, 2020) ==
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Scalable multi-node tralnln { Y
Autonomous Vehicle wo

Red Hat OpenShift 4.4 W
IBM Spectrum Scale
NVIDIA DGX systen

A Problem to be address d

A Setup
A Configuration, Test, Resl

A Data Orchestration




DEEP LEARNING AT SCALE FOR AV
Safer Driving begins in the DC

Many DNN models are deployed in autonomous vehicles and need to be trained

Many scenarios: highway, urban, countryside, etc.
Different conventions: traffic signs, road marks, etc.

Thousands of unexpected conditions/events

Core Challenge: need high accuracy and robust DNNSs



AV WORKFLOWCHALLENGES & PAIN POINTS

50 Car Fleet, Driving 6 Hours/Day, Generates 1.6PB Each Day

INGESTION N LABELING
1.6PB/day needs to be transported, _ Billions of frames. Manage 1000+ workers with 50+
encoded, stored Find the 10-14% that are useful projects. Ensure quality every frame.

REPLAY SIMULATION
20+ models. 100s Engineers, Test against 10,000s hours of sensor data. Drive millions of miles.
Optimize each model w/ 50+ parallel experiments . Repeat Daily Find the most critical scenarios to test.

12  <ANVIDIA.



DEEP LEARNING AT SCALE FOR AV
Common Approach to Improve Accuracy

A Increase network architecture

A Larger networks are slower at training and inference
A Hyperparameter Tuning
A May need several days on one worker

A Increase training data

A 100 cars with five 2MP cameras => 200 PB / year

A Improvement due to "just" more data saturates fairly quickly

A Only a tiny fraction of unlabeled data is and can be used for training
A find the most informative unlabeled data
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COMPUTATION SCALE REQUIRE

For AV Training at Scale

Assume you have 2.7 million labeled images

1 DGX-A100 trains 900k labeled images on 1 DNN in 1 day
(ResNet-18)

10 DNNs* required for self -driving

10 parallel experiments at all times (Hyperparameter
Tuning)

A Work is finished within one day with 30  DGXA100

*10 IS mInimum



SOLVE LARGE SCALE DL PROBLEMS
NVIDIA GPU Worker Nodes

Algorithms for Deep Learning

<3

NVIDIA.

0 Integrated Al Systems with DGX OS, NVLINK antNVSwitch  NVIDIA DX

o Matrix-Matrix Operations well -suited for running on NVIDIA GPU workers

Large Scale Training: Remove all performance bottlenecks in a cluster

0 Use Optimized Containers for GPU worker nodesA NVIDIA NGC

NVIDIA DGX A100

o High-Speed Networking between GPU worker nodesA NVIDIA NCCL

0 Deploy Data Parallelism with Kubeflow/MPI/ Horovod

0 Seamless integration of GPU Worker nodes into K8s/OpenShift 4.x )
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THE POWER OF SCALABILITY
MLPERF 0.7 Standard Al Benchmark Lower is better

Benchmark Time to resolution on Large Scale Results Number of
single node DGX A100 (DGXSuperPOD nodes/workers
Cluster) (NVIDIA DGX
A100)

NLP (BERT} PyTorch NVIDIA 20.06 49.01 Min 3.36 Min 32

Reinforcement Learning (MiniGo) - 299.73 Min 29.7 Min 32

TensorFlow NVIDIA 20.06

Translation (Non-recurrent) - PyTorch 7.84 Min 1.02 Min 20

NVIDIA 20.06

Translation (Recurrent) GNMT - PyTorch 7.81 Min 0.98 Min 32

NVIDIA 20.06

Object Detection (Heavy Weight) Mask R 82.16 Min 10.46 Min 32

CNN GNMTF PyTorch NVIDIA 20.06

Object Detection (Light Weight) SSD- 10.21 Min 0.89 Min 64

PyTorch NVIDIA 20.06

Image Classification (ResNet50 v1.5) - 39.78 Min 1.06 Min 96

MXNetNVIDIA 20.06




NVIDIAACCELERATED COMPUTING PRODUCT FAMILY

One architecture 0 CUDAaccelerated computing

FULLY INTEGRATED Al SYSTEMS + DGXPERTS EDGE NGC
| CONTAINERS

@ son

TRAINED MODELS

HELM CHARTS

53

ML, Inference

Announced
in M

Deployed for this study

VIRTUAL SERVER
WORKSTATION
DESKTOP ORKS © WORKSTATION DATA CENTER PLATFORM

TITAN/ VGPU(e.g. T4/ V100 HGX1/ 2 EGX A100
GeForce ~ DGX Station V100/Quadro) A100 HGX A100 :
From Jetson Nano

Monthl
to Edge Server onthly Updates



UP TO 4X MORE PERFORMANCE IN 1.5 YEARS

Full Stack Innovation Delivers Continuous Improvements

OPTIMIZED
FRAMEWORKS

CUDAX
LIBRARIES

HARDWARE
INNOVATIONS

GPU Tensor Core NVLink / NVSwitch DGX CX6, HDR IB DGX SuperPOD

Use NVIDIA and NGC in OpenShift



Scaling large deep learning workloads is challenging

A Horizontal scaling: ensure optimal resource utilization across

AK2%&6n @MRNn DMRN

A High performing data lake
A Global namespace
A Performance
A No silos
A No data copies
A Secure

A Know your data

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale

J&025<n

Analytic Job

Worker

Launcher Pod

Worker Worker

L L L

Network

High performing data lake

Data Catalog
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Why use ]
Container Orchestration Pz
for autonomous driving wor

Automates application
A Deployment

A Management

w¥se

A Scaling
A Networking 9
A Security = '.

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale




Components used for the Proof of Concept

Why Red Hat OpenShift?

Multi-cluster Management
Discovery  Policy i Compliance i Configuration { Workloads

Best of SDLC

Manage Workloads Build Cloud-Native Apps Developer Productivity

Platform Services Application Services Developer Services

DEVELOPER c1/co —
Cluster Services
O Automated Ops } Over-The-Air Updates i Monitoring ? Logging { Registry } Networking  Router i KubeVirt { OLM i Helm
H | EXISTING
ST MITOMATION Kubernetes
OPERATIONS ., Windows Server
Red Hat Enterprise Linux & RHEL Core0S Nodes

. ® o
. . ( N
O Ty .
_— * ° Managed cloud
(Azure, AWS, IBM, Red Hat)

ML in Production

Private cloud Public cloud Edge

IBM Spectrum Scale

« Performance: remove data-related

supercomputers
bottlenecks iy '

- Ease of management: enable global
collaboration

“Hl' |

i
E //”’“' 1
: . / /
« Economics: optimize cost and performance E
T : : n
« Robust: data availability, integrity and security \

« Containerized: Easier access to Kubernetes
data

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale

Expose ML as

services, load

balanced and
scalable

Compute
Resources on-
demand

Deploy ML on
any cloud

Storage for the world’s smartest

Summit System

4608 nodes each

200 petaflops peak
performance for modeling
and simulation

3.3 ExaOps peak
performance for data
analytics and Al

2.5 TB/sec

throughput to storage architecture

500 PB
HDD storage capacity

Partners In Delivering AI-Powered Transformation
<ANVIDIA. B =55
NVIDIA | IBM Storage
1BM Storage for Data and A1
#1 in GPUs, #1 in Al « #1in SDS with storage offerings = i
Supercomputing serving end to end data pipelines
Al solution orientation * IBM Spectrum Scale file storage
Expertise with ML/DL developers proven for its performance and
and data scientists scalability with top
Supercomputers
Al Server and Storage leadership joining hands 4 \ 4
4 ’ [
NVMe Flash for AI and Big Data Workloads
IBM Elastic Storage System 3000
All-new storage solution ‘
» Leverages proven FS9100
technology
» Integrated scale-out advanced
data management with end-to- ~
end NVMe storage [@} IBM Spectrum Scale
« Containerized software for ease of A
install and update
« Fast initial configuration, update
and scale-out expansion ~
» Performance, capacity, and ease
of integration for Al and Big Data
workflows
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Red Hat OpenShift & IBM Spectrum Scale & CSI

IBM ESS Storage Cluster

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale
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Red Hat OpenShift & IBM Spectrum Scale & CSI

Red Hat OpenShift Cluster 4.4.3

IBM ESS Storage Cluster

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale



Red Hat OpenShift & IBM Spectrum Scale & CSI

Red Hat OpenShift Cluster 4.4.3

IBM Spectrum Scale 5.0.4.3|Storage Cluster

(Storage cluster remote mounted to IBM ES$ Storage Cluster)

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale

IBM ESS Storage Cluster

24



Red Hat OpenShift & IBM Spectrum Scale & CSI

Red Hat OpenShift Cluster 4.4.3
IBM Spectrum Scale 5.0.4.3|Storage Cluster

(Storage cluster remote mounted to IBM ES$ Storage Cluster)

DGX-1 DGX-1
Worker 1 Worker 2 VM -RH 7.6

Scale GUI, Quorum,
Manager

2 Worker Nodes

V MORHCOS

Node, Scale GUI, Quorum

™
BELLRREE UGREEEE bassaaas
PEESOiinIcERAERERECE |

DGX A100 in process of being tested and validated by NVIDIA and IBM

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale



Infinilband Network

Red Hat OpenShift Cluster 4.4.3

2 Worker Nodes i

V MORHCOS

Mellanox Quantum HDR 200Gb/s

InfiniBand = -

100Gb 1B EDR Data Network 10.10.10.x/24

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale

IBM Spectrum Scale 5.0.4.3|Storage Cluster

(Storage cluster remote mounted to IBM ES$ Storage Cluster)

DGX-1

Worker 1

DGX-1

Worker 2

-RH7.6

Scale GUI, Quorum,
Manager

VM

Node, Scale GUI, Quorum

ESS3000
Mellanox ConnectX-5

________________________




Network options, Infiniband

Red Hat OpenShift Cluster 4.4.3

2 Worker Nodes

V MORHCOS

Mellanox Quantum HDR 200Gb/s

InfiniBand =

100Gb IB EDR Data Network 10.10.10.x/24
1GbE Scale Mgmt/Admin Network 192.168.1.x/24

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale

IBM Spectrum Scale 5.0.4.3

Storage Cluster

(Storage cluster remote mounted to IBM ES$ Storage Cluster)

DGX-1 DGX-1

Worker 1 Worker 2

VM -RH 7.6

Scale GUI, Quorum,
Manager

e
Yl e
EEEERTEE BRI RERRREE iRt |

Node, Scale GUI, Quorum

Mellanox ConnectX-5
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Installation Steps

Integrating DGX-1 Systems as Worker Nodes into the Red Hat OpenShift Cluster
~Adding DGX-1 Systems as Client Nodes to the IBM Spectrum Scale Cluster

- Configure Red Hat OpenShift Stack: GPU, RDMA, Spectrum Scale CSI, MPI



Installation Steps: Integrate DGX -1 Systems as Worker Nodes

. Installing Red Hat Enterprise Linux 7.6 Base OS and DGX Software

https://docs.nvidia.com/dgx/dgx -rhel-install -guide/installing -rhel7.html#installing -
rhel7https://docs.nvidia.com/dgx/dgx -rhel-install -guide/installing -dgx-sw.html#installing -required -components
Note: Stop right before step to install the NVIDIA® CUDA® driver.

_Installing NVIDIA Mellanox InfiniBand Drivers (MLNX_ OFED)

https://docs.nvidia.com/dgx/dgx -rhel-install -guide/installing -ib-drivers.html#installing -ib-drivers
Note: Stop right before step to install the NVIDIA peer memory module ( nvidia-peer-memory-dkms).

Installing GPUDirect RDMA Kernel Module

Manually build nvidia-peer-memory kernel module from https://github.com/Mellanox/nv_peer _memory

Installing NVIDIA Mellanox SELinuxModule

Download and apply: # semodule -1 infiniband.pp
https://docs.mellanox.com/download/attachments/19804150/infiniband.zip?version=1&modificationDate=1575464686823&api=v2&downio ad=true

- Adding DGX-1 systems as Worker Nodes to the Red Hat OpenShift Cluster

https://docs.openshift.com/container -platform/4.4/machine_management/user_infra/adding -rhel-compute.html




Installation Steps: Add DGX -1 Nodes to Spectrum Scale Cluster

Add DGX-1 worker nodes as IBM Spectrum Scale Client nodesto the local Spectrum Scale cluster:

# ./ spectrumscale
# ./ spectrumscale
# ./ spectrumscale
# ./ spectrumscale

install |
deploy [

-- precheck]
-- precheck]

node add dgx01l.ocp4.scale.ibm.com
node add dgx02.ocp4.scale.ibm.com

See: https://'www.ibm.com/support/knowledgecenter/en/STXKQY _5.0.4/com.ibm.spectrum.scale.v5r04.doc/bllins_addingtoaninstallati

Configure InfiniBand RDMA

[ dgx]
verbsRdma enable

verbsRdmaSend yes
verbsPorts mIx5 0/1 mix5 1/1 mIx5 2/1 mIx5 3/1

Remote Mount of ESS filesystem

# mmremotecluster show
Cluster name: ess3000.bda.scale.ibm.com

Red Hat OpenShift Cluster 4.4.3

Master

Node
(RHCOS)

Worker

Node
(RHCOS)

Master

Node
(RHCOS)

Worker

Node
(RHCOS)

Master

Node
(RHCOS)

on.htm

IBM Spectrum Scale 5.0.4.3

(Storage cluster remote mounted to IBM ES

Storage Cluster
5 Storage Cluster)

IBM ESS Storage Cluster

Contact nodes: fscc-fab3-3-a-priv.bda.scale.com,fscc -fab3-3-b-priv.bda.scale.com

File systems: ess3000 4M (ess3000 4M)

See: https://www.ibm.com/support/knowledgecenter/STXKQY _5.0.4/com.ibm.spectrum.scale.v5r04.doc/blladv_admrmsec.htm




Installation Steps: Configure Red Hat OpenShift Stack

Add-Ons:

- Special Resource Operator (SRO)
- NVIDIA Mellanox RDMA Shared Device Plugin
. MPI Operator

- IBM Spectrum Scale CSI Driver

Additional Steps:
- Enabling IPC_LOCKIn User Namespace for RDMA Shared Device Plugin



OpenShift: Special Resource Operator(GPU support)

https://github.com/openshift -psap/special -resource-operator

. Provides driver support (e.g. CUDA for NVIDIA GPUs)
. Adds nvidia.com/  gpu as a new resource for K8s scheduler

(1) Install from OperatorHub in OpenShift Web Console:

(2) Install manually:

1. Installation of the Node Feature Discovery(NFD) operator

# git clone https://github.com/openshift/cluster  -nfd-operator
# cd cluster -nfd-operator
# make deploy

2. Installation of SRO (requires NFD operator as dependency)

et OperatorHub
Projects Discover Operators from the Kubernetes community and Red Hat partners, curated by R

your clusters to provide optional add-ons and shared services to your developers. Afterir
Search
Explore I All ltems All ltems
Events

: : . special resource operator
Al/Machine Learning pecia uree opers
W
Slstaio Application Runtime

OperatorHub Big Data

Installed Operatars. Cloud Provider

Database
Workloads >

Developer Tools

Networking 3 Integration & Delivery

Logging & Tracing

Storage > Monitoring

Builds > Metworking

# git clone https://github.com/openshift -psap/special -resource-operator

# cd special -resource-operator
# PULLPOLICY=Always make deploy

# oc describe node dgx01l1.ocp4.scale.com
Allocatable
nvidia.com/ gpu: 8




OpenShift: NVIDIA Mellanox RDMA Shared Device Plugin

https://github.com/Mellanox/k8s -rdma-shared-dev-plugin

. Provides shared access to InfiniBand (IB) ports for non -privileged pods Configured via ConfigMap:
. Adds rdma/[my - name- ibX ] as a new resource for K8s scheduler apiVersion: v1
IB enables high performance communication between GPUs with kind: ConfigMap
NVIDIA Collective Communications Library (NCCL) via RDMA so that metadata:
multi -node workloads can scale out seamlessly across worker nodes. dname: rdma-devices
ata.

Install manually: .

_ _ o config.json: |
# git clone https://github.com/Mellanox/k8s  -rdma-shared-dev-plugin.git g
# oc apply -f images/k8s -rdma-shared-dev-plugin-config-map.yaml

_ _ "configList": [{
# oc apply -f images/k8s -rdma-shared-dev-plugin-ds.yamil

"resourceName": "shared 1b0",
"rdmaHcaMax": 100,
"devices": ["ib0"]
|
]
}




OpenShift: NVIDIA Mellanox RDMA Shared Device Plugin

https://github.com/Mellanox/k8s -rdma-shared-dev-plugin
. Provides shared access to InfiniBand (IB) ports for non -privileged pods
. Adds rdma/[my - name- ibX ] as a new resource for K8s scheduler

IB enables high performance communication between GPUs with
NVIDIA Collective Communications Library (NCCL) via RDMA so that
multi -node workloads can scale out seamlessly across worker nodes.

Install manually:

# git clone https://github.com/Mellanox/k8s  -rdma-shared-dev-plugin.git
# oc apply -f images/k8s -rdma-shared-dev-plugin-config-map.yaml

# oc apply -f images/k8s -rdma-shared-dev-plugin-ds.yaml




OpenShift: MPI Operator

https://github.com/kubeflow/mpi  -operator

- Provides custom resource definition kind: MPIJob

. Allows to conveniently schedule distributed
multi -GPU and multi-node training jobs using
Message Passing Interface (MPI)

Install manually:

# git clone https://github.com/kubeflow/mpi  -operator.git
# cd mpi-operator/

# oc apply -f deploy/vlalpha2/ mpi-operator.yaml




OpenShift: IBM Spectrum Scale CSl(storage driver)

https://github.com/IBM/ibm  -spectrum -scale-csi
https://www.ibm.com/support/knowledgecenter/STXKQY_ CSI_SHR/ibmspectrumscalecsi_welcome.html
. Operator deploys and manages CSI (Container Storage Interface) plugin for IBM Spectrum Scale
. Provides persistent storage to containers as

RedHat

Persistent Volumes (PVs) with = openshint
IBM Spectrum Scale as storage backend

You are logged in as a temporary administrati
¥ Administrator -

Project: all projects

Home v
2
(& HEdDOOkS Crhverview I All Items a":".” |tE'rT| =]
IBM Spectrum Scale CSI Driver for Projects
Container Persistent Storage Al/Machine Learning spectrum scale
[ i "
R Application Runtime
Explore Big Data
Events Cloud Provider
Database
Operators IBM Spectrum Scale CSI Pluair
DE"U"E'|C||:JE'|' Toals vl ._.?F_.“.:f'-_- [rum =cale Lo ngl”
OperatorHub Integration & Delivery

IBM paper

http://www.redbooks.ibm.com/redpieces/abstracts/redp5589.html

Installed Operators

Workloads

Metworking

Logging & Tracing
Monitoring
Metworking

OpenShift Optional

An operator for deploying and
managing the IBM C5l Spectrum

Scale Driver.




OpenShift: IBM Spectrum Scale CSlh Storage Provisioning

- Dynamic provisioning

8

®

User claims volume (PV) from
StorageClass through
Persistent Volume Claim (PVC)
(self-service provisioning)

Admin creates StorageClass
In OpenShift/Kubernetes

Admin

. Static provisioning
5‘ User claims volume (PV) from pool

of pre-provisioned PVs through
Persistent Volume Claim (PVC)

Admin provisions static PVs
In OpenShift/Kubernetes

Admin User



OpenShift: Dynamic Provisioning with IBM Spectrum Scale CSI

OpenShift: System admin OpenShift: User namespace




OpenShift: Static Provisioning with IBM Spectrum Scale CSI

OpenShift: System admin OpenShift: User namespace

No default storage class allowed! Match based on capacity & access mode!



OpenShift: Static Provisioning with IBM Spectrum Scale CSI

OpenShift: System admin OpenShift: User namespace

Use oflabels & storage classannotation! / / 2. 6 3 & 5-' &7 0! 7%



OpenShift: Enabling IPC_LOCKIn User Namespace

. NVIDIA Mellanox RDMA device plugin requires IPC_LOCKcapability in OpenShift 4 security context.

- Aregular user normally runs under the restricted Security Context Constraints (SCC)
In OpenShift 4 so IPC_LOCK is not generally available to regular users.

. A system admin has access to the privileged Security Context Constraints (SCC)
and can request the IPC_LOCKcapability when running pods anytime.

Allowing a regular user to run MPI jobs with RDMA resources for multi -GPU training across nodes requires
to grant a user accesstothe IPC LOCKS$ ! 3! #, / , 7< ,1 7+& 86&5v6 1! 0&63!

The system admin can create a new SCCderived from the restricted SCC,
extend it by the IPC_LOCKcapablility and make the new SCC available to

the user namespace by creating a service account, arole binding and a role
referencing this new SCC.




OpenShift: Enabling IPC_LOCKIn User Namespace

(1) Derive a new SCCfrom restricted SCC and addIPC_LOCKcapabillity
(2) Create a new service account in the user namespace

(3) Create a new role in the user namespace

(4) Create a new role binding In the user namespace




Multi-GPU, multi-Node MPI Jobs with TensorFlow




Multi-GPU, multi-Node MPI Jobs with TensorFlow




Multi -GPU, multi-Node GPU Scaling withTensorflow ResNet50

1x  Launcher Pod starting

16x Worker Pods with 1 GPU each (i.e. all Pods evenly scaled across all GPUs and DGX Worker Nodgs

MPI Job

Worker (DGX-1) Worker (DGX-1) Worker

T, G G, G, G, G G,
T, G T, 6T, G, G, G G,

E
L L

IBM Spectrum Scale IBM Spectrum Scale IBM Spectrum Scale

100Gb IB EDR

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale

Scale out of GPU resources in OpenShift 4

2esNet50 MPI Job with synthetic data

11632 img/sec

5918 img/sec

1 2 4
Number of single-GPU Worker Pods
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Multi-Node GPU Scaling with A2D2 Training

1x Launcher Pod,
starting 16x Worker Pods
each accessing 1 GPU, scale across all nodes

MPI Job

Multi-node GPU Scaling with A2D2 Training MPI Job in OpenShift 4.4.3

Worker (DGX-l) Worker (DG)(-]_) Worker (TFv2 / batchSize=16 / max Steps=16.000 / no AMP)

T, G G, G, G, G G,

GEHEINRILEEY, |G S G S

E
L L

IBM Spectrum Scale IBM Spectrum Scale IBM Spectrum Scale

1328
seconds

—
o,
Q
[
=
E
g=]
[«]
wl
o
iy
L

740
seconds

100Gb IB EDR 8 (single DGX1) 16 (two DGX1)

Numberof GPUs

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale 46



There i1s no Al

(information architecture)

Know your data

What?
Where?
When?
e

“,‘l ,- = . .»l
- A - N .f -r‘ ~
ll e e ) ooy mew  omw wsY --l-_-.(--l -
|

Use your datg . .\F m '- P
at the right time - F RS | (e
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Autonomous Driving Dataset used

A Audi Autonomous Driving Dataset (A2D2)
published by Audl  https:/mww.a2d2.audi

A Six cameras and five LiDAR units,
providing full 360 ° coverage

A Data is time synchronized and e -
m Utu al Iy reg ISte re d - -- %. l .. . l > ‘ ‘:‘ __ (A2D2- Jacob Geyer et al, 2020, https://arxiv.org/abs/2004.06320)

1 [ L M M

: S — | :
8080 : . ) 1 Car Bicycle Pedestrian Truck  Small vehicles Traffic signal Trafficsign Utility vehicle Sidebars
A 41,277 frames with ressood - e S et g Tt vy e

3155 2302 0 0

0 0 7671

semantic segmentation image T e
and point cloud labels - g -

A Semantic segmentation dataset S e R
features 38 categories

2348

71 62375.png

72 71954.png| 156934 i 26738 41861
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Building the right training and validation dataset

CDNN Training Evaluation

S —
Training Dataset Validation Dataset

Improvement )

Steps:

A Training dataset representative?
A Validation dataset representative?
A Is more data needed?

A Is data informative enough?

A Weakness in DNN architecture?

A Building a representative validation dataset is challenging

A Validation dataset is significantly larger than the training

dataset

A Validating the trained DNN against a large validation
dataset is critical to understand its weaknesses

Spectrum Scale User Group / Nov. 2020 / © 2020 IBM Corporation / IBM Spectrum Scale

[ |
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P
[==]
[=21]
[=]
—

19 18 17 16 15 14 13 12 11
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Confusion matrix presenting the training evaluation

For a perfect predictor:

Diagram would only have a diagonal
line from top left to bottom right.

That would read as the network would
have classified all pixels of a certain
class right.
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Data Orchestration

A Abstract data access across storage systems A Train with the right data
A Present data with a global namespace A Ensure data is available at the right time
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Data Orchestration

A Abstract data access across storage systems A Train with the right data
A Present data with a global namespace A Ensure data is available at the right time
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Data Orchestration

A Abstract data access across storage systems
A Present data with a global namespace
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A Train with the right data
A Ensure data is available at the right time

RedHat OpenShift / other Container Platform
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IBM Spectrum Discover

A Automate cataloging/indexing
A Locate and identify for data users or IT Admin

A Manage data governance or analyze for
security

A Enable comprehensive insight
A Create custom action agents

A Enable security analysis and data governance Search billions of files/objects in 0.5 sec and

manage Al workflows, data security analysis
and data governance
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