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Introduction




Introduction
* Focus of this presentation is health monitoring (mmhealth)

Node 1

mmsysmon

Node 2

{REST-API}
Node n
mmsysmon

« GUI service provides four interfaces:

mmsysmon

e GUI
« REST-API
e  Emall

« SNMP
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Get a rough Overview

Overview page

» Displays overall health state (healthy,
degraded and failed entities)

* Click on numbers to drill down

» List of services with their health state

. GUI header

o

g o » Displays numbers of current issues (warning and error events)
* Move mouse over: Popup displays issues separated by component
» Click: Go to events page to see details
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Health Events

Monitoring > Events is main page for dealing with health events

B ©
[

1 Events bax chart
L 3 2 Event Groups table
S 3 Individual Events table

<
<
[«
]
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Events Bar Chart

» List numbers of events by component
» Color indicates event severities

Click on bar to filter the table by component Using table filter has impact on bar chart
| \ - . .
¥ Uuplwngmmsiorcummwcma.r&m. o .
: 0o
0 f
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Event Groups

« Display many occurances of the same event in one row
» Useful for high numbers of events

Event Groups Individual Events
View Details Actions w Current Issues W C LastUpdated: 1:04 PM .i, Export {1

Severity ), | Reporting Node Event Name Entity Type Entity Name Occurrences Message Component
@ Error gEsi ctrum and 1 other(s) gnr_pdisk_replaceable Physical Disk (pdisk) RGessGL2l/e2d5s06 2 GMR pdisk RGessGL21/e2d5s06 is replaceable Physical Disk
@ Error -fab3-2-a.test and 1 other(s) reconnect_failed Node fab3-2-a.test and 1 other(s) 8 Reconnect t010.10.10.121 fscc-fab3-2-a.test <cOn3> and 3 other(s) failed GPFS
€ Error fscc-fab3-2-a.test and 1 other(s) dimm_inspection_failed Canister/Server 78E021Y/78E021YA and 1 other(s) 2 The inspection of the memory dimm slots found a failure Canister/Server
@ Error fscc-fab3-2-a.test and 1 other(s) dimm_size_wrong Canister/Server 78E021Y/78E021YA and 1 other(s) 2 One or more memory dimm modules have an unsupported capacity Canister/Server
A Warning emsl.spectrum and 2 othe thresholds_warn Threshold Rule cpu_contexts_custom 6 The value of cpu_contexts for the component(s) cpu_contexts_custom/ces...  Performance Thresholds
A Warning gasic ctrum and 1 other(s) drive_firmware_wrong Drive Slot SV44727220 and 1 other(s)/SV447... 230 The firmware level of drive DRV-1-1 and 57 other(s) is wrong Enclosure

* Double click (or View Details) on row lists individual events
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Individual Events

* One row for each individual event

Event Groups Individual Events

e Actions v Current Issues v C lLastUpdated: 10:52 AM o, Export
Severity Event Time 4 Reporting Node Event Name Event Type Action Entity Type Entity Name Message
A Warning  2/14/20 10:13:08AM  gss-4Llocalnet.com  gui_login_attempt_failed  Notice Mark Selected Notices as Read ~ Node gss-4Llocalnet.com A login attempt for user admin failed.
A Warning  2/13/2011:15:36AM  gss-43.localnet.com  unmounted_fs_check State Run Fix Procedure File system gpfs0 The filesystem gpfs0 is probably needed, but not mounted
A Warning  2/13/2011:12:23 AM  gss-43.localnet.com unmounted_fs_chack State Run Fix Procedure File system posix The filesystem posix is probably needed, but not mounted
A Warning  2/13/2011:12:16 AM  gss-A2.localnet.com  unmounted_fs_check State Run Fix Procedure File system posix The filesystem posix is probably needed, but not mounted
A Warning  1/16/201:51:36 PM  gss-4.localnet.com  gnr_pdisk_diagnosing Notice Mark Selected Notices asRead  Physical Disk (pdisk) ~ RG2/pdiskd6 GNR pdisk RG2/pdisk46 is diagnosing
A Warning  1/16/201:49:13PM  gss-42.localnet.com gnr_pdisk_diagnosing Notice Mark Selected Notices as Read  Physical Disk (pdisk) ~ RG2/pdisk26 GNR pdisk RG2/pdisk26 is diagnesing

» Fix procedures available for many issues (Run Fix Procedure)

X X X X
Fix Procedure: Update Drive Firmware Fix Procedure: Replace Disks
Update Drive Firmware Prerequisite
The firmware level of drive DRV-24 is wrong HsEqusis Before you get started
® Update firmware of drive ENC123000/DRV-24. R Do not replace the disk yet! You are about to replace disk named e2d5s06, located at Rack rack U09-12,

Enclosure 1818-80E-5V45221853 Drawer 5 Slot 6. Make sure you have a replacement disk with the FRU
. 46W6911 before proceeding.
Update firmware on all 4 drives where the firmware level is wrong.
Use a replacement disk with a different FRU than 46W6911
Updating firmware on many drives can take several minutes up to hours, depending on the number of drives.

Click Finish to perform the selected action. If you have a replacement disk, click Next to prepare the disk for removal. This suspends the 1/O to the disk
and turns off its power.

Status: No task running v

Status: No task running v
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Event Types

Event Time J | Reporting Node Event Name Event Type

O info alnet.com fs_unmount_info Notice
Filter by Date and Time

A Warni alnet.com gui_login_attempt_failed Notice

State * Events that are generated because of state changes »
* Impact on overall state of entities @ nfo alnet.com  fs_unmount_info Notice
* Source: mmhealth node show <component> 1o

alnet.com fs_unmount_info Notice
Example: thresholds_warn and threshholds_normal
61!‘\‘@ alnet.com fs_unmount_info Notice
Notice » Events that are not caused by a state change ®
Info alnet.com thresholds_new_rule Notice

« Cannot become incative on it's own
« Mark notices as Read to make notices historical O 1o alnet.com  thresh_monitor_set_active  Notice

+ Source: mmhealth node eventlog = Mirk Selected Noticas &s Read ‘
g g - Info aln ¥ r_started Notice
Example: gui_login_attempt_failed Mark All Notices as Read

A info ZITZU Y-ZL B3 AT pss=mTIotalnet.com gnr odisk found Notice
Actions w Current Issues v C Last Updated: 4:54 PM Y, Exp
Severity Event Time ¢, Reporting Node Event Name Event Type Action
A Warning 2/28/20 2:19:32 PM gss-41.localnet.com gui_login_attempt_failed Notice Mark Selected Notices as Read
A Warning 2/27/20 2:41:28 PM gss-41.localnet.com adapter_firmware_wrong State Run Fix Procedure
A Warning 2/27/20 2:41:28 PM gss-41.localnet.com adapter_firmware_wrong State Run Fix Procedure
A Warning 2/27/20 2:41:28 PM gss-41.localnet.com adapter_bios_wrong State
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Event Filters

EEe T+ Thefiteris available in both tables (Event

Current Issues | List active events with severity error and warning Groups and Individual Events)
Current State List active events that are generated because of a state change o Historical events have a grey icon
Notices List active notices

* GUI keeps the last 10.000 historical events

All Events List all events, irrespective of severity and type
This shows both active and historical events

Event Time J Event Namé Event Type Actio Entity Type Entity
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Health monitoring in other GUI pages

« Some GUI pages list entities (nodes, filesystems, SMB shares, AFM relationships, ...)
« Display health state of each entity

» List events for selected entity
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Monitoring ESS Hardware

* Monitoring > Hardware and Monitoring > Hardware Details are useful to monitor ESS

Health state:

Serial number:

Machine type and mode
Rack racl
Rack slot: U17-18
Building blo oro

1-AF8 NVMe/PCI swil

[] Display “unhealthy” devices

v o beerspectrum

v BB eroup2

v g Bottom Canister/Server

v [§ Boot Drive
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ATA-2
o

B ATA-
> @ CPUs
> @ Memory (DIMM

> ® Fan

F-l )0t DI ve ATA';’

Serial number: 174167401563
Port: ATA-2
Boot drive: v The bootdrive attached to port ata-2 is ava

Boot drive smart: v The smart assessment of bootdrive 1741¢

ilable w Det.

7401563 attached




Email Event Notification




Introduction to Email Event Notification

GUI can send emails for health events

Email for each event

« Consolodate many events in one email if they appear in short time frame

Daily email for all events of last 24 hours (sent at 4:15)

Daily quota reports (sent at 2:15)

« List user, group and fileset quotas with exceeded quota limits
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Email Server

* The email server is configured in Monitoring
> Event Notifications > Email Server

 Test Email can be used to send a test email
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Email Recipients

@ Email notification

s enabled

SNMP Manager

IP address or host name: Port
- \ ’
Sender's ail add Password:
e ‘ ‘ .........
[J uUse different login:
Sender's name: Subjec
‘ [ &message Id &messa ge ‘ ‘

‘ Spectrum Scale GUI|

Header:




Email Recipients

Event Notifications

Edit Email Recipient

Email Server Email Recipients SNMP Manager
Name:
Create Recipien Actions v C Refresh Y, Export
Email address: ?esuser@gmx,de{
Name 1t Ema Severity Event notifications by componer Select the type of content and level of detail that should be send to this recipient.
- - fd Eve tificatiol Y CO ent: i /st
Test User _:’_ig—n x.de Warning Cluster State, File System, G B Event notifications by componen Cluster State, NSD, File System, ...
For minimum severity level: Warning

e Three typeS of emaills Daily event summary by component: AFM, Declustered Array, File Aut...

 For each individual event

Daily Quota reports: Exceeding Soft Quota

« Daily event summary
b Dally quota report If threshold exceeds by:

<>

« Select events components

Discard ‘ ‘

» Select minimum severity
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Email Notifications

e Tailor the email
» Sender's name

» Subject (text and variables)

« Header and footer

 Emall lists events in table

Sender’s name:

Subject:

IBM Spectrum Scale

&messageld &message Variable

Header:

This email has been automatically sent by IBM Spectrum Scale.

Footer:

Cheers.

unmounted_Is_cneck Ine niesystem gpisv Is probably needged, but not mounted

B veon: 13M Spectrum Scale
This email has been automatically sent by 12 Spectrum Scale.

Time Cluster Name Reporting Node Event Name Entity Type Entity Name | Severity Message

12.02.2020 16:00:23.520 | gss-cluster-4.localnet.com | gss-43.localnet.com | unmounted_fs_check | FILESYSTEM | gpfsO WARNING | The filesystem gpfs0 is probably needed, but not mounted
Cheers.
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Dain Quota Reports (Example: Fileset quota, soft quota exceeded)

Create Fileset Quota Actions v C Refresh Y, Export

Name File System Used Capacity Soft Limit (Capacity)

Soft Limit (% Capacity Used) {,

fset2 gpfsO 890.24 MiB 500.00 MiB

Hard Limit (Capacity) Hard Limit (% Capacity Used

1.00 GiB 86 %

\ 4

Daily Quota reports: | Exceeding Soft Quota

\ 4

Digest Mail for quotas.
B Von:  IBM Spectrum Scale
This email has been automatically sent by IBM Spectrum Scale.

Name ID Device Fileset Hard limit Soft limit
fset2 FID: 2 gpfsO

Cheers.

Usage Grace time Hard limit (inodes) Soft limit (inodes) Usage (inodes) Grace time (inodes)
1.00 GiB 500.00 MiB 87 % 7days 200 100

7% none

Note: Usage and Usage (inodes) in email always relate to hard quota limits
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Introduction to SNMP Event Notification

* GUI can sent an SNMP notification for each health event

* SNMP notification receivers can be configured in GUI page
Monitoring > Event Notifications > SNMP Manager

gss-cluster-4.localnet.com
X

Create SNMP Manager Actions w > Refres &, Export o, [ m ‘ myt-ommunity ‘

SNMP Manager A4 Port mmunity ‘

« Applications like Nagios can be configured to receive GUI SNMP naotifications
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GUI SNMP Event Notification Detalls

The SNMP Event Receiver receives notifications for _

all health events 1.3.6.1.4.1.2.6.212.10.0.1 | GUI Event
* No filter to filter events to send as SNMP Notification OID
(severity, component, event name, etc.) 1.3.6.1.4.1.2.6.212.10.1.1 | Cluster ID

1.3.6.1.4.1.2.6.212.10.1.2 | Entity Type

SNMP Version is SNMP v2

SMMP MIB is located on each GUI node
/usr/lpp/mmfs/gui/IBM-SPECTRUM-SCALE-GUI-MIB.txt

.1.3.6.1.4.1.2.6.212.10.1.3 | Entity Name

.1.3.6.1.4.1.2.6.212.10.1.4 | Component

.1.3.6.1.4.1.2.6.212.10.1.5 | Severity

GUI does not Support to query information via SNMP 1.3.6.1.4.1.2.6.212.10.1.6 | Event Time
* Use REST API to query informaton

.1.3.6.1.4.1.2.6.212.10.1.7 | Event Name

.1.3.6.1.4.1.2.6.212.10.1.8 | Message

1.3.6.1.4.1.2.6.212.10.1.9 | Reporting Node
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GUI SNMP versus GPFS Core SNMP

* GPFS core also provides an SNMP interface

» This is out of scope for this presentation

* Do not confuse this with GUI SNMP

 The MIB file is located on every GPFS node:
/usr/lpp/mmfs/data/GPFS-MIB.txt

* More information:
https://www.ibm.com/support/knowledgecenter/STXKQY 5.0.4/com.ibm.
spectrum.scale.v5r04.doc/blladv _snmp.htm
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https://www.ibm.com/support/knowledgecenter/STXKQY_5.0.4/com.ibm.spectrum.scale.v5r04.doc/bl1adv_snmp.htm

Configure snmptrapd to call a Custom Script

snmptrapd can
» receive SNMP notifications from GUI and
« call a custom script that handles the event in the SNMP naotification

Instructions

1. Install the snmptrapd application
yum install net-snmp

2. Configure /etc/snmp/snmptrapd.conf to call a script that for each SNMP event
disableAuthorization yes
traphandle default /usr/local/bin/traphandler

3. Open port 162 for UDP in firewall
iptables -I INPUT -p udp -m udp --dport 162 -j ACCEPT
iptables-save
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Configure snmptrapd to call a Custom Script (continued)

4. Check in which directory the MIB has to be placed
net-snmp-config --default-mibdirs
/root/.snmp/mibs:/usr/share/snmp/mibs

5. Place the GUI MIB to one of those directories *)
cp IBM-SPECTRUM-SCALE-GUI-MIB.txt /usr/share/snmp/mibs/

6. Add the following line to /etc/snmp/snmp.conf
mibs +IBM-SPECTRUM-SCALE-GUI-MIB

7. Start the SNMP event receiver
systemctl start snmptrapd

*) Note: The MIB file can be found on each GUI node in /usr/lpp/mmfs/gui/
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Create a SNMP Handler Script for GUI notifications

» Create the sample script /usr/local/bin/traphandler

#!/bin/sh
read host

echo Spectrum Scale Event SNMP Notification received from $host:

while read oid val

do
if [[ "$oid" == IBM-SPECTRUM-SCALE-GUI-MIB::ibmSpectrumScaleGuiEvent* ]]
then
key="¢${oid:52}"
echo $key = $val
fi
done
echo ==================================== [ND ===============================================

« Make the script executable
chmod +x /usr/local/bin/traphandler
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Sample Script output for a health event

The script by default logs (echo) to /var/log/messages

Sample output for a unmounted fs_check event:

Feb 11 14:42:55 sonas-cli-testO8 snmptrapd:
Feb 11 14:42:55 sonas-cli-test0O8 snmptrapd:
Feb 11 14:42:55 sonas-cli-testO8 snmptrapd:
Feb 11 14:42:55 sonas-cli-testO8 snmptrapd:
Feb 11 14:42:55 sonas-cli-testO8 snmptrapd:
Feb 11 14:42:55 sonas-cli-testO8 snmptrapd:
Feb 11 14:42:55 sonas-cli-test0O8 snmptrapd:
Feb 11 14:42:55 sonas-cli-test0O8 snmptrapd:
Feb 11 14:42:55 sonas-cli-test0O8 snmptrapd:
Feb 11 14:42:55 sonas-cli-test0O8 snmptrapd:
Feb 11 14:42:55 sonas-cli-test0O8 snmptrapd:
Feb 11 14:42:55 sonas-cli-testO8 snmptrapd:

=== ===== START ===

Spectrum Scale Event SNMP Notification received from gss-41.localnet.com:
Cluster = "10583479681613060679"

EntityType = "FILESYSTEM"

EntityName = "gpfs0"

Component = "FILESYSTEM"

Severity = "WARNING"

Time ="11.02.2020 14:42:46.890"

Name = "unmounted_fs_check"

Message = "The filesystem gpfs0 is probably needed, but not mounted"
ReportingNode = "gss-43.localnet.com”

== END ===

[«
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Introduction to REST API calls for health monitoring

* There are two REST calls to query health events and health states
m /scalemgmt/v2/nodes/{name}/health/events Get System Health events

E /scalemgmt/iv2/nodes/{name}/health/states

Get System Health states

REST calls allow to select event by fields (components, nodes, severity, state, event name, ...)
* Provides paging if more than 1000 results

https://www.ibm.com/support/knowledgecenter/STXKQY _5.0.4/com.ibm.spectrum.scale.v5r04.doc/blladm_apiv2paging.htm
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Query health events using the REST-API

Example: Query events of component FILESYSTEM that are not severity info

https://<gui>/scalemgmt/v2/nodes/all/health/events?filter=severity%21%3DINF0%2Ccomponent%3DFILESYSTEM'

REST Response:
{

"events": [
{

"activeSince": "2020-02-13 11:12:16,770",
"component": "FILESYSTEM",
"description™: "An internally mounted or a declared but not mounted filesystem was detected",
"entityName": "posix",
“entityType": "FILESYSTEM"
"message": "The filesystem posix is probably needed, but not mounted"”,
"name": "unmounted_fs_check",
"reportingNode": "gss-42.localnet.com”,
"severity": "WARNING",
"state": "DEGRADED",
“"type": "STATE_CHANGE", aming  2/13/2011:15:36 A
"userAction": "Run mmlismount all_local to verify that all expected

"activeSince": "2020-02-13 11:12:23,819",
"component": "FILESYSTEM",
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Query health states using the REST-API

« Example: Query state for all pdisks
« Limit output to a few event fields (entityName, parentName, state)

https://<gui>/scalemgmt/v2/nodes/all/health/states?fields=entityName%2CparentName%2Cstate&filter=entityType%3DPDISK

« REST Response:
{ Physical Disk

"states": [

{
"entityName": "pdisk01",
"entityType": "PDISK",
"parentName": "RG1",
"state™: "HEALTHY"

{
"entityName": "pdisk02",
"entityType": "PDISK",
"parentName": "RG1",
"state™: "HEALTHY"

] ...
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Live Demo




IBM Spectrum

Thank you!

Please help us to improve Spectrum Scale with your
Provide Feedback feedback

« If you get a survey in email or a popup from the
GUI, please respond

« We read every single reply

Tell IBM What You Think

Let us know what you think about IBM Spectrum Scale. It takes only a couple of
minutes for you to help us improve our service.[ # IBM Privacy Policy

L? Provide Feedback
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