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@ IBM Spectrum Storage

Store everywhere. Run anywhere.
Remove data-related bottlenecks

- Challenge

* Managing data growth I
— Lowering data costs ;_ = ‘:“]
— Managing data retrieval & app support
— Protecting business data

° Uniﬁed Scale'out Data Lake POSIX HDFS NFS SMBJ
* File In/Out, Object In/Out; Analytics on demand.

» High-performance native protocols

IBM Spectrum Scale
« Single Management Plane . .

» Cluster replication & global namespace

O MM

N e N <
» Enterprise storage features across file, object & M~ Q
HDFS — O
SSD Fast Slow Tape
Disk  Disk A
N c v
‘@ Xz
IBM IBM
Spectrum Spectrum
Protect Archive
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@ IBM Spectrum Storage

Agenda

What is Linear Tape File System (LTFS)?

What is IBM Spectrum Archive?

Introduction into IBM Spectrum Archive Enterprise Edition (EE) and its features

Common Use Cases

Specific customer implementations
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@ IBM Spectrum Storage

What is Linear Tape File System (LTFS)?
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@ IBM Spectrum Storage

LTFS is the Data Format Standard
- File System designed for Long-Term Retention and Media Portability

- Award-winning technology, invented and maintained by IBM
o Reference implementation available as open source

AT
= I NS
o Hosted at GitHub (https://github.com/LinearTapeFileSystem/ltfs)

Ly RIUN
=y - Open International Standard
o ISO/IEC 20919:2016

o Data structure on tape
» Two Partitions — Index Partition and Data Partition
o Industry Collaboration - SNIA Technical Working Group

Eﬂ;ﬂkard T Quantum
SPECTRA — Version 2.4 approved in 2017
FUtTSU — Now discussing Version 2.5
] TANDBERG DATA == o Logo Program (LTFS Compatibility Testing) by LTO Consortium
Lenovo. FUJIFILM
many more...
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@ IBM Spectrum Storage

Why the Data Format Matters?
- 3 typical use of tape storage

|

Backup Application

Database Tape

|

TAR Command POSIX API

l

Tape LTFS tape

- What are requirements of Archival Storage?
— Where/how the metadata (information of tape contents) are stored?
— Is the tape portable across different locations or different applications?
— Is the metadata centralized or scattered?
— Can the files be accessible directly from end user application, or indirect?
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What is IBM Spectrum Archive?
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@ IBM Spectrum Storage

IBM Spectrum Archive: LTFS-based SDS software for data archive

« Member of IBM Spectrum Storage family

« Three Editions: Enterprise, Library, Single Drive

« Available as the standalone software or a part of IBM Spectrum Storage Suite
(EE) only

Hybrid cloud storage and data management that helps
@ IBM Spectrum Control optimize applications and reduce storage costs
Dl e o waciun pecton tatcan simpify

o~ ’ - Virtualization and optimization of of hybrid cloud block
~=’) LS CURLE LS o nvironments that helps improve flexibility and reduce costs

) ; Long term retention for active archive data that lowers costs by
q . IBM Spectrum Archive delivering a fast tape file system

Highly flexible, scale-out enterprise block
@ M Spechum Accelerste storage for hybrid clouds that deploys in minutes
1
L@J IBM Spectrum Scale
~r

High-performance, highly scalable
hybrid cloud storage for unstructured data

Flexible and economical scalable hybrid cloud object storage
with geo-dispersed enterprise availability and security

@ IBM Cloud Object Storage

Simplified copy data management that can increase business
velocity and efficiency
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@ IBM Spectrum Storage

IBM Spectrum Archive Editions
e e e |

SwiftHLM
Research

Licensed Software
LTFS Storage Manager

Enterprise Edition (EE) 1.3
Integration of GPFS and LTFS

«Multi-node scale-out capability
«Policy based Data Management

IBM Archive & Essence

Manager (GBS asset) LTFS DM

Licensed / Free

w/o' Library Edition (LE) 2.4
«Integrates the support of tape automation
Scalable storage space by 1U TS2900 to TS4500 or Dell

§

Open
Source

Single Drive Edition (SDE) 2.4

-Free download

SODnE *Support IBM LTO and Enterprise Tape TS11xx
GitHub «Supports Linux, Mac, and Windows

«Bundled with OEM tape drive

Integrated
Solution

Storage Toolkit

Tape Appllance/Dewce from IHV
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Introduction into IBM Spectrum Archive Enterprise
Edition (EE) and its features
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IBM Spectrum Archive Enterprise Edition (EE)

IBM

Spectrum

Client Applications « Persistent view of the data - tape storage under the
0 o A single namespace
* Policy-based data placement for cold/idle data
* Recall data from tape on demand

| | i
® ! —— » Integrated Tape Tier
e ed | & oo  Upto 3 data replicas
— - Data Encryption with IBM SKLM server (LME)

IBM Spectrum Archive EE IR * WORM tape for anti-tampering
« Offline tapes to store the media in an isolated
environment — “air gap” for greater protection of

‘ Multiple Protocol Support

Flash Disk

Gold Pool Silver Pool
-’A’;@@ A sensitive corporate data, or extend the storage

. s O 2 Tape Libraries CapaCity beyond the libral’y l|m|t

Tier 1 _ Up to | 500 PB JUIEIEE! - Automated Tape Validation available with TS4500
($$) Tlel’ 2 (with TS115 @ Tape Drives) (¢)

: (#) * Export the LTFS tapes for data exchange
Linux: « Remove data from Scale namespace, and export
Orderable from AAS or PPA tapes for the use in other application

Trial Version available from IBM Web site
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ESS with IBM Spectrum Archive

file and object services (NFS, SMB, ...)

IBM Elastic Storage Server (ESS)

Spectrum Scale Cluster
(IB or 100/40/10GbE)

SSD

or
Disk

}

S © IBM Spectrum Scale (client license)
(O 18M Spectrum Scale >
(data management edition for ESS) g/ = St Y\ === Tape gateway node

(per-node license)

FC or SAS Tape Attachment
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@ IBM Spectrum Storage

_— . AN
EE: Building Block Options for Scale Out r@ :E:JJ
& Spocium

1. Tape Gateway Servers Epactrum QIFFSS

» CPU - x86 or POWER Little Endian A= Object

« Per-node license :
2. Disk Storage App Server g gg IBMlSpectrum
3. Tape Drive and Tape Media = Scale Server
4. Tape Library NSDs

IBMSpectrum Archive '/O\' r"\' ”‘ ,
2

Gateway Node(s) Xz Y

IBM IBM
Spectrum Spectrum [
Archive Scale

§

=

Spectrum
Archive

IBM Spectrum Archive
Monitoring Node
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(\| IBM Spectrum Storage

Functional Overview

Migration with
optional copy to
other tape

Import
(only creates

stubs in GPFS)

Global name space

\_

IBM Spectrum Scale Node 1\ ﬁBM Spectrum Scale Node

~

2

User file system

IBM Spectrum Archive
Node 1

ffﬁ SR

J

[ IBM Spectrum Archive

)

—>

Node 2
NS
Rebqu file
System
Library

—>

Recall with
option for
bulk recall

Export with
option to keep
stub in GPFS

Tape management: reclamation (free space) and reconcilation (synchronize)

© Copyright IBM Corporation 2018
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@ IBM Spectrum Storage

IBM Spectrum Archive Update Sequence

v1.2

* Multiple tape library
attachment (up to 2) support
to a single IBM Spectrum
Scale cluster

+ Data recording on WORM
tape cartridges - TS1100
only

* Expand storage capacity
with LTO7 support

* Performance improvement
for large-scale systems

* Flexibility in pool-based data
management including
transparent recall retries

© Copyright IBM Corporation 2018

v1.2.2

* New —E option to
removing tapes with no file
references

* Improved performance of
administrative commands
for reconcile, import/export

* Automated the recover
process of write failures
tapes

* Improved method for
recovering read failure
tapes

v1i.2.4

» Support of IBM Spectrum
Scale Active File
Management (AFM)
Independent Writer (IW)
mode

* RESTful API

+ Control node failover
* Monitoring dashboard
* TS1155 support

* IBM SwiftHLM support

v1.2.5/v1.2.5.1
* LTO8/M8 Support

» Library Replacement
Procedure phase one
(conversion method)

1.2.6 Updates

Library replacement
procedure phase two
(translation method)

Assisted tape
technology upgrade for
in-pool data migration
and pool-to-pool data
migration

POWER Little Endian
with Linux (RHEL)
version 7.4, or later

New datamigrate
command for
technology upgrade



@ IBM Spectrum Storage

December 2018 release
- Enterprise Edition (EE) 1.3.0.0

— User Task Control and Reporting: Usability enhancements with new command-line interface (CLI) with additional
support for monitoring the progress and results of user operations, and for tape maintenance
o Active/Completed task listing including detailed information and output of command
o Task results including file state transition results
o Ability to run the command in background, with —async option
Supports the Storage Networking Industry Association's LTFS format specification 2.4.
— Expanded storage capacity with the TS1160 tape drive.
— Supports the IBM Spectrum Scale backup function (mmbackup) for the same file system managed by IBM Spectrum
Archive.
Bundles the open source package for the external monitoring of Spectrum Archive through a GUI/dashboard
— Use of /dev/sgX device

© Copyright IBM Corporation 2018
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@ IBM Spectrum Storage

REST API

« 7 GET endpoints returning json-formatted output

— http://localhost:7100/ibmsa/vl/pools

— http://localhost:7100/ibmsa/vl/tapes

— http://localhost:7100/ibmsa/vl/drives

— http://localhost:7100/ibmsa/vl/nodes

— http://localhost:7100/ibmsa/vl/libraries

— http://localhost:7100/ibmsa/vl/nodegroups

— http://localhost:7100/ibmsa/vl/tasks

[ {
"id": "d9dcb712-2cc3-4al0-b6ac-bb54c520cb5d",

« Common GET parameters "model™: "03584L22",
— Pretty "name": "TS4500",
_ fields "serial"™: "0000078AA0040405"
}
— sort

© Copyright IBM Corporation 2018


http://localhost:7100/ibmsa/v1/pools
http://localhost:7100/ibmsa/v1/tapes
http://localhost:7100/ibmsa/v1/drives
http://localhost:7100/ibmsa/v1/nodes
http://localhost:7100/ibmsa/v1/libraries
http://localhost:7100/ibmsa/v1/nodegroups
http://localhost:7100/ibmsa/v1/tasks

@ IBM Spectrum Storage

Dashboard/GUI

 IBM Spectrum Archive supports a dashboard
to monitor system performance, statistics,
and configuration, based on

. Customiza, ble .:Ei[l
- LO g StaS h ) to CO I | e Ct d ata M—LE?- " Web Interface g g’ashboard’s @
Monitoring Node = elasticsearch El,

—Elasticsearch, to store the data
_Grafana, to V|SUa|IZG data Spectrum Archive Gateway Nodes

- Build your custom
= =M application through
RESTAPI

B gy l0gstash

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/General%20Parallel%20File%20System%20(GPFS)/page/Monitoring%20the%20statistics%200f%20Spectrum%20Archive

© Copyright IBM Corporation 2018
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https://www.ibm.com/developerworks/community/wikis/home?lang=en!/wiki/General%20Parallel%20File%20System%20(GPFS)/page/Monitoring%20the%20statistics%20of%20Spectrum%20Archive

@ IBM Spectrum Storage

IBM Spectrum Archive EE Dashboard System Health View
O e Ty — Storage View

Clster  TTRSS00R1EVI0G81 =

Resource View

ert Counters

Alert Counter Alert Counter Aert Countar Alsrt Countar Alert Counter

critical: 0 Degraded: 0 Error: 4 warning: 0 Information: 104 Performance VIeW
Task View

{3 - BB Spectrum Archive EE - Storage -

< ZoomOw > Olast7days Refresheveryih &
e Vs e MO - . Cluster  Z7BSAZE006189208B61 - Ubrary  TS3500 LB - 5 SpRQTUM Archive EE-ACCHEy 8 Spectrum Archive EE - Conflg 83 SDectrum Archive EE - System Health
At it

About this dashboard
Al List (Node: AJ)

Aggregated Storage Capacity of TS3500_L1B1
20170645 172193 nformaton s20ahs cuesvarsi e Spectrum Archive E service (M) succesi

w615 13 P sa0ens assvion Specum ArciveEErode scces by sarimdcs # of Tape Pocls # of Assigned Tapes #of Tapes Not Assigned Tape Pool Capacity Available Tape Space Used Tape Space

werrs IS e spm A s st 4 8 1 77.5TB 23.06 TB 54.4TB

Kis20¢hs GLESVa02 Spectrum Archive LE successfully sarted.

20170645 172051 Infsrmatin
20170615 17:20:46 Information

20170615 172042 nformation fs206-hs GLesvaoz Spectrum Archive LE suct Tape Usage Gauge

20170615 172042 Information Kis206.hs GLesvion Spectrum Archive B node successfuly siarted o empty_pool

20170615 172029 Information k=206 e Glesvaan The Spactrum Archive EE sarvice (MD) on nada 1

)
)
0
s
5
s
s
)
E]

20170615 172038 Information kis204hs GLesvazs! ‘The Spectrum Archive EE sarvice (MD) on nod T

0% Used 67.03% Used 0% Used 79.87% Used

Used Space per Tape Fool (Library: T53500 LIB1) Available Space per Tape Fool (Library: TS3500 LIB1)

524 sar 53 w2 ‘ o w1 ar (7] w0 we o1

= ampty_pool Currant: @8 == osaka ) Curront 396 T8~ ool Currant: 08~ sokyg_1 Cumanz: 1847 T8 PNt 08 == csaka1 Curront: 1928~ pooil Cumant08 = tokyo, 1 Cumonc29 TR

Pool Configuration

empty_pool Scede63-160c-4eba-Be1 f-5c93ach40a55
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@ IBM Spectrum Storage

Active Archive

. Production/Archival Data
g —

Global Namespace

R Hybrid Storage .
‘fl‘j. o Flash/Disk Tape

A A
M IBM IBM

Spectrum Spectrum

Scale

Archive
[ )

WAR
Data

© Copyright IBM Corporation 2018

Resiliency

Up to 3 copies on tape
Up to 2 libraries

Data Collocation

Global Pool or Separated Pools
per Application and/or User

Recall Options

Transparent Recall
Bulk Recall/Prefetch by command

I}
e



@ IBM Spectrum Storage

IBM Spectrum Archive EE managing continuous data growth

Automatic Migration with Thresholds
[high threshold 80%, low threshold 60%]

200
180
160
140

=
(S N)
S o

TIME

Used capacity as percentage of total
storage capacity
[0}
o

= Total Storage = Online Storage

© Copyright IBM Corporation 2018
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@ IBM Spectrum Storage

Operational Storage

Production Data Disk Cache 2y Archival Data &>
S

IBM

§

1BM
7 Spectrum

ﬁj . ' f\'r):rf.:,r:m
/Erv Archive
i . NFS, SMB, .

Migrate all to tape >~

* IBM Spectrum Scale Landing Zone for archive/retrieval + WORM or Non-WORM Tapes
or external Filer » Folder per Application/User * Up to 3 copies
«  With or without quota * Upto 2 libraries
« May use Immutability Flag * Global pool or Pool by App/User

© Copyright IBM Corporation 2018
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@ IBM Spectrum Storage

Specific customer implementations

© Copyright IBM Corporation 2018
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@ IBM Spectrum Storage

Media and Entertainment

MAM clients B 0! r

High Speed
Media Grid

© Copyright IBM Corporation 2018
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@ IBM Spectrum Storage

m—

Media and Entertainment

1BM
Spectrum

AFM HOME CLUSTER

IBM
Spectrum

IBM IBM
Spectrum | Spectrum
Sc: Archive
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@ IBM Spectrum Storage

Archive of Genomics Data

4 =
_'/»‘
¢

"
=
.

Researchers

YR
A
\E ® re ﬂ \3 e ’® ﬂ IXSOFMB B~1'5A0\GI\B/I
CAIERTL 3
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@ IBM Spectrum Storage

University Scientific Data Archive

Organizational Units accessing the Scientific Data Archive

» Advanced Research

* University Libraries

*  University Institute 1

*  University Institute 2 Global Name Space

* University Institute 3

| Site 1 Site 2 1

Source Data, Database, Analytics Workstations Source Data, Database, Analytics Workstations
LAN | WAN LAN B
/" Three Spectrum [ / \
-
- Single Global Namespace for

simplicity

- Permission based access control

- Spectrum Scale (GPFS) Stretch
Cluster for HA and DR redundancy

- Transparent movement of files
between "hot" flash/disk storage
and "cold" tape storage as research

\demands /

Scale / Spectrum
Archive EE -
servers with
Shared disk
Spectrum Scale
system is roughly
1.3PB

Spectrum Archive
system is roughly
\_ 700TB / -

TS4500 with 16
TS1150 tape drives

P =

© Copyright IBM Corporation 2018



@ IBM Spectrum Storage

Archive of Research/Scientific/Financial Data for Long Periods of Time

|SB|:’>\:-'s1ctrum BaCkUp and Restore
Backup prior
to migration @ ‘
N B Tape Cloud / Object
= e S5 R
.9 Block File]|
24" ©
s O
5
g Archive for '/O\' Migration and Recall
v D2
space management N
Eggctrum
Archive
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@ IBM Spectrum Storage

Repository area for long-term archive of important files

» Shared storage area across all
HPC systems for backup of
home directories and user’s
data for long term archive

* Files may be initially backed
up using IBM Spectrum
Protect

* Then files are migrated to tape
after certain conditions are met
such as older than 3 months
and/or larger than 50-100MB

© Copyright IBM Corporation 2018
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()IBM Spectrum Storage
Archive of Seismic Data

Platforms and Foundations

eole] J J.

|

i N
( partners/
customer

gum Emm s s o o -

Migration
[[eday
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@ IBM Spectrum Storage

IBM Spectrum Archive Features

Lower TCO by leveraging cost effective tape storage
Seamless data access in continuous name space
Automated, policy based movement from disk to tape
Tape optimized recall to accelerate retrieves
Standardized LTFS format facilitates data exchange
Support for transparent tape encryption

Data protection through multiple copies on tape
Support for immutable files on WORM tapes

Two site replication by stretch cluster or AFM W
Media export/import for data sharing and/or offsite storage
Media health check with TS4500

Easy administration and management

© Copyright IBM Corporation 2018
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@ IBM Spectrum Storage

Convincing arguments for IBM Spectrum Archive EE (O}
O} 2

 Scalability (from an architectural perspective), can ‘ .ssgq: N = NFS

grow cartridges, tape drives, Archive nodes, etc . 'e glejgd
- Cost (no capacity license) App Server gs = §§ffet[“m Scale

— $60Kk list per node with no capacity limitations NSDs

. Spectrum Archive (&) ) '

- Standardized and open format Gzteway Node(s) @ N2 SR

Spectrum Spectrum [
Archive Scale

§

=

Spectrum
Archive

Spectrum Archive
Monitoring Node
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@ IBM Spectrum Storage
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