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Challenges with TCP and alternative technologies

Distance degrades conditions on all networks
• Latency (or Round Trip Times) increases
• Packet loss increases
• Fast networks are just as prone to degradation

TCP performance degrades severely with distance
• TCP was designed for LANs and does not perform well over distance
• Throughput bottlenecks are severe as latency & packet loss increase

TCP does not scale with bandwidth
• TCP designed for low bandwidth
• Adding more bandwidth does not improve throughput

Alternative technologies
• TCP-based - Network latency & packet loss must be low to work well
• UDP blasters – Inefficient use of bandwidth leads to congestion
• Modified TCP – Does not scale well on high-speed networks
• Data caching - Inappropriate for many large file transfer workflows
• Data compression - Time consuming & impractical for some file types
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Note: Table displays throughput degradation of TCP transfers on a 1Gbps network as 
estimated round trip time and packet loss increases with distance. 
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IBM Aspera – High-performance Data Transport (Fasp®)

Maximum transfer speed
• Optimal end-to-end throughput efficiency
• Transfer performance scales with bandwidth independent 

of transfer distance and resilient to packet loss

Congestion avoidance and policy control
• Automatic, full utilization of available bandwidth (fair play)
• On-the-fly prioritization of transfers
• Set caps on bandwidth allocation for transfers

Uncompromising security and reliability
• Secure, SSH user/endpoint authentication 
• AES-128 to 256 cryptography, FIPS 140-2 compliant
• Automatic resume of partial or failed transfers

Scalable management, monitoring and control
• Support highly concurrent transfers 
• Real-time progress, performance and bandwidth utilization
• Detailed transfer history, logging, and manifest
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Note: Throughput shown for a 1Gbps network. Demonstrates that bandwidth utilization for 
FASP transfers is immune to distance-induced latency and minimally impacted by packet loss.
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IBM Aspera sync – performance breakthrough

Distance Independent
FASP transfer speeds remain constant as transfer distances increase while FTP speeds dramatically decrease

Predictable & Reliable
FASP transfer times decrease linearly as bandwidth increases. FTP transfer times don’t improve with more bandwidth

Versatile
Supports massive file sizes (500 GB+) as easily as very large sets (millions) of small files
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IBM Aspera Sync architecture

— Aspera sync includes two tools: 
• Async: file synchronization program that keeps source and destination in sync 
• Ascp: backend copy program using the patented Aspera transfer technology

— Async crawls the file system, identifies files for synchronization and keeps track of file 
metadata (time stamps, ACL, checksum, etc.)
• File metadata is stored in local Sync DB (there is one local DB

— Ascp is invoked by async to copy specific files from the source to the destination
• Ascp does not keep track of metadata, just copies files as requested
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Example: async command line

— Synchronize files from source directory /fs1 to the destination directory /target/fs1
# async -N sync_fs1 -d /fs1 -r user@remotehost:/target/fs1 
--preserve-xattrs=native -i ~/.ssh/id_rsa --preserve-uid --preserve-gid
--preserve-access-time [--preserve-time --create-dir]

— Some important options:
-N session-name Session name (should be the same for a given replication pair)
--preserve-xattrs=native transfers extended attributes (required for Spectrum Scale)
--preserve-uid preserve user ID
--preserve-gid preserve group ID
--preserve-access-time preserve last access time stamp (important for immutable files)
--preserve-time preserve time stamps for mtime
--create-dir create the destination directory if this does not exist

— Session name for a given replication relation shall always be the same
• Identifies the tables in the Sync DB storing metadata for files already been copied
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Example: ascp command line

— Copy source directory /fs1 to the destination directory /target/fs1
# ascp -l 1G -d -p --preserve-xattrs=native --preserve-file-owner-gid
--preserve-file-owner-uid -i ~/.ssh/id_rsa /fs1/ user@remotehost:/target/fs1/

— Some important options:
--preserve-file-owner-uid preserve user ID
--preserve-file-owner-gid preserve group ID
--preserve-xattrs=native preserve extended attributes (required for Spectrum Scale)
-p preserve time stamps (important for immutable files)
-d create destination directory if this does not exist

— The ascp tool has no notion of sessions, just copies the files give in the command line
— In general there is no need to use ascp instead of async

• Async has the intelligence to select files that need to be copied

— Both tools allow file lists as input (requires a certain format)
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IBM Aspera sync integrates IBM Spectrum Scale

— Why is the integration with Spectrum Scale special?
• Spectrum Scale stores ACL and immutability flags in GPFS Extended Attributes 
• These GPFS Extended Attributes are not accessible through the POSIX interface
• Requires the GPFS API call (gpfs_fgetattr() and gpfs_fputattr())

— IBM Aspera sync version 3.9 and above fully integrate with IBM Spectrum Scale
• Supports synchronizing GPFS Extended Attributes including ACL and immutability flags
• Uses async and ascp to copy the files and attributes

— Integration options with Spectrum Scale:
• Use async standalone
• Use async or ascp with EXTERNAL LIST policies
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Using async standalone

— Async crawls through the file system, identifies files that need to be synched
• Identified files are copied using ascp
• Async keeps track of the file metadata using source and destination Sync DB
• Async command can be scheduled (see Automation Whitepaper)

— Important async command line options
-N session-name Session name must be constant
--preserve-xattrs=native transfers GPFS Extended Attributes
--preserve-uid --preserve-gid: preserve user ID, preserve group ID
--preserve-access-time --preserve-time preserve time stamps

— Async can only run on one Spectrum Scale node
• Concurrent access to Sync DB from different node for the same session name may cause errors
• Async however can be configured to run multiple transfer threads on the single node

— If crawling the file system takes too long consider using the Spectrum Scale policy
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IBM Spectrum Scale policy engine

— Policy engine is a powerful tool to identify files according to certain selection criteria

— Selection criteria are encoded in policy rules
• For example to identify files that have been created or modified after a certain time stamp:
RULE EXTERNAL LIST 'files' EXEC ''
RULE 'asperaRule' LIST 'files' WHERE 
MODIFICATION_TIME >= TIMESTAMP("2019-03-20 14:00:00") OR
CHANGE_TIME >= TIMESTAMP("2019-03-20 14:00:00") 

— Policy engine is invoked with the policy file:
# mmapplypolicy /fs1 -P policyfile -f /tmp/async

• Identified files are stored in file /tmp/async.list.files
• Format of the file list:
48900 1741777473 0   -- /fs1/file1

— File list can be used as input to async or ascp (requires some conversion)
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Integrating async with Spectrum Scale policy engine

— Files identified by the policy engine can be directly passed to an external script (run-async.sh)
RULE EXTERNAL LIST 'files' EXEC ‘/usr/local/bin/run-async.sh'
RULE 'asperaRule' LIST 'files' WHERE 
MODIFICATION_TIME >= TIMESTAMP("2019-03-20 14:00:00") OR
CHANGE_TIME >= TIMESTAMP("2019-03-20 14:00:00") 

— To invoke the policy engine with external script use:
# mmapplypolicy /fs1 -P policyfile –N asperanode –m 1 –B 1000 --single-instance

• This will store the file names matching the policy in file lists and pass these to the script
• It will pack 1000 files in a file list (-B)
• It will start 1 run-async.sh process (-m)
• The single async process can only run on one node, asperanode (-N)
• The run-async.sh script will now invoke async with the file list

— The external script needs to be implemented to invoke async with the file list
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The external script

— External script is invoked by the policy engine with the following parameters:
1. Parameter: string describing the operation (TEST and LIST) 

o TEST is invoked first and allows the script to perform some checking
o LIST will pass the file lists in the second parameter

2. Parameter: depends on 1. Parameter. 
o If the first parameter is LIST then the second parameter is the name of the file list 
o If the first parameter is TEST then the second parameter is the name of the file system.

3. Parameter (optional): passes the options encoded in the EXTERNAL LIST rule

— External script has to process the parameters and invoke async:
case $1 in

(TEST) check if file system in $2 is mounted & exit;;
(LIST) convert the file list to the format used by async

run async with the file list
exit with return code

esac
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Using async vs ascp

— Instead of async, ascp can be used in the external script
• Ascp has less overhead and might be faster
• Ascp does not update the Sync DB, so subsequent use of async would transfer all files again
• Ascp could be run on multiple cluster nodes using the policy engine (-N nodes) 

— To remove deleted files from the destination ascp must be run with a special options:
--delete-before-transfer 
--overwrite={diff|diff+older}

• This assures that files that failed transfer before are transferred now
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Considerations and guidance

— Use async standalone if the file system crawling does not impact performance 
• This method ensures that all files are synched and file deletions are propagated

— When using the integration with the policy engine then run async standalone periodically
• Use the same session name
• Assures that files that may have failed the transfer are transferred
• Assures that files that are deleted on the source are deleted on the destination

— Integrating async with the policy engine allows to exclude migrated files and prevent recall storms

— Async also copies immutability flags for immutable files
• Immutable filesets have to be created manually on the destination prior to the synchronization

— Async can use a snapshot on the source
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AFM key characteristics

— AFM is integrated with IBM Spectrum Scale Data Management Edition license
• Configuration, operation and monitoring is included in IBM Spectrum Scale

— AFM tracks changed blocks and does not necessarily transfer the entire file again 
• Transfers extended attributes except of immutability attributes
• Compressed files on the source can be compressed on the targt

— AFM can be configured for high availability with two or more AFM gateways
• Tolerates network outages and automatically resumes the replication operation if the network is available.

— AFM recovers network outages automatically
— AFM DR has integrated processes and tools to facilitate failover and failback

• Manages snapshot on source and destination, providing a consistent recovery point

— AFM DR has limited support with storage tiering to tape or cloud 
— AFM requires fileset as source and target directories
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Aspera sync characteristic

— Aspera sync is made for long distance data transfer
• Guarantees performance regardless of transfer distance, file size or volume, and network conditions

— Aspera sync supports the transfer of extended attributes including immutability attributes
• Uses checksum to assure file integrity 

— Aspera sync can be integrated with storage tiering to tape or cloud
• Integration with Spectrum Scale policy engine allows to exclude migrated files

— Aspera sync does not require filesets on the source and the target directory. 

— Aspera sync does not create snapshots and does not provide consistent recovery points
— Aspera sync standalone crawls through the file system
— Aspera sync is not cluster aware and can only run on one cluster node
— Aspera sync sessions have to be scheduled and monitored by the administrator 
— Aspera sync does not track changed blocks and transfers the file entirely again
— Aspera sync does not recover network outages automatically, session has to be manually restarted
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Guidance

— Using AFM is simpler, because it is fully integrated with Spectrum Scale

— Use Aspera sync when AFM is not appropriate
• Transfer of immutable files
• Integration with storage tiering to tape or cloud
• Long distance file transfer
• For high workloads on the source, where AFM may get out of sync with changed block tracking
• Tool to copy files and their attributes from one Spectrum Scale file system to another
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Learn more

— New IBM Redpaper describes the integration of IBM 

Aspera sync with IBM Spectrum Scale

• Describes Aspera sync tools (async and ascp) and 

important command line options

• Describes the integration of Aspera sync with Spectrum 

Scale policy engine

• Describes use cases

• Differentiates the solution from Spectrum Scale AFM

http://www.redbooks.ibm.com/abstracts/redp5527.html
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is distributed “as is” without any warranty, either express or 
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product plans are subject to change or withdrawal without 
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• Performance data contained herein was generally obtained in a 
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presented as illustrations of how those
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• Workshops, sessions and associated materials may have been 
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customer’s business and any actions the customer may need to take 
to comply with such laws. IBM does not provide legal advice 
or represent or warrant that its services or products will ensure that 
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Notices and disclaimers continued
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